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1. (a) (10 points) (WebWork) Let A= [0 1 3
1 2

(i) Find the determinant of A.

Cofactor expansion with respect to first column yields

=1x (=13 x de 2 -3 =
det(A) =1 x (=1)°*F dt(L BD 9.

det(A) =9
(ii) Find the adjoint of A.

Cofactors are

Ag = =5 A12=3A13=-1,
As1 = —8,A20=3,423=2,
A1 = 9,A32=0,433=0.

Hence, the adjoint matrix is

-5 -8 9
Adj(A)=1|3 3 of.
“1 2 0

(iii) Find the inverse of A.

1
Inverse is given by ﬁAdj (A). Hence, the inverse is
e

(4)
-5 -8 9
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(b) (10 points) (WebWork) Suppose T : R? — R? is a linear transformation. The figure shows where 7" maps the
vectors v; and vy from the domain. With this limited information, answer the following questions.

(i)

(iii)
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Explain (with at most 3 sentences) why vy and ve are eigenvectors for T'. Then, write their corresponding
eigenvalues.

vy / T(v1) and vy # T'(v2) which are nonzero. Thus, v; and ve are eigenvalues for 7.

Tvi = 2vq

Tvy = —1vg

If possible, find another eigenvector for T' parallel to v; but not equal to v;. If it is not possible, write
“DNE".

Any scalar multiple of vy is again an eigenvector for T'. So, for instance, we can take 2v; = [_2 1 .

How many nonzero vectors are eigenvectors with eigenvalue —27 [@ /1/2/3/ 4/ infinitely many /
cannot be determined] Explain your answer (with at most 3 sentences).

T : R? — R2. So, there exists at most two eigenvalues, which are A\; = 2 and Ay = —1. Hence —2 cannot be
an eigenvalue.

Suppose that v is another vector that is neither parallel to v; nor parallel to vo. Can v be an eigenvector for
T7? [yes / / cannot be determined] Explain your answer (with at most 3 sentences).

T :R? — R? and we are already given two linearly independent eigenvectors. Therefore, there cannot be a
third eigenvector which is not linearly independent to both v; and vs.

What is the degree of characteristic polynomial of T. Explain (with at most 3 sentences).

T :R? — R2. So, degree of Pr()\) is 2.

Write a characteristic polynomial of T'.

A1 =2 and Ay = —1. Then,
Pr(N) =M =2)A+1) =X - -2
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(¢) (5 points) (WebWork) Several unit vectors in the xy—plane are shown in the figure.

i

il

IS

Foool r
§

Using the geometric definition of the inner product, are the following inner products positive, negative or zero?

(i) (€ 3) [positive / negative / [zero]
(ii) (5,t) [ / negative / zero]

(iii) (7, S) [ / negative / zero]
(iv) (7, €) [positive / negative /

(v) (7,t) [positive / / zero]

2. Answer the following questions. Write an explanation (with at most 3 sentences), if required.
(a) (5 points) If A is a 5 x 5 matrix of rank 4, is it true that A has an eigenvalue 0?7 Explain.

True. Rank(A) = 4 < 5 implies only 4 of the row vectors of A are linearly independent and the remaining fifth
one is linearly dependent. This implies det(A) = 0.

(b) (5 points) Let A be a nonsingular 3 x 3 matrix. Is it true that row vectors of A form a basis for R3? Explain.
Yes.
A is nonsingular = det(A) #0 = row vectors of A are linearly independent.

Since the number of row vectors are three (which is dimension of R?), they form a basis for R3.

(c) (5 points) Let A : R? — R? be a rotation matrix that rotates the vectors of R? by 7 radians counterclockwise.
Without making any calculations, write the space of eigenvectors of A. Explain your answer. (Hint: Think
geometrically, you do not need any calculations to answer this question.)

If we rotate a vector in R? by 7 radians, then the rotated vector and the original vector remains parallel, i.e., one
is a scalar multiple of another. This is true for all vectors of R2. Hence, all vectors of R? are eigenvectors for A.
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(d)

(5 points) Let P : R3® — R3 be the projection matrix that projects every vector of R? onto the zy—plane. Give
an example to an eigenvector for P. According to your answer, what is the associated eigenvalue? Explain your
answer (you do not need to perform any calculations to answer this question).

P projects every vector in the zy—plane onto itself without scaling its length. Therefore, every vector in the
xy—plane is an eigenvector for P with an eigenvalue 1.

(5 points) Let A be a 5 x 5 matrix with rank equal to 3 and b be any vector in R®. Does the system Ax = b
have a solution or not? If Ax = b has a solution, is it the unique one or there exists infinitely many solutions?
Explain.

Rank(A) = 3 < 5, so existence of a solution depends on b:

infinitely many solution, if Rank(A) = Rank[A|b],
no solution, if Rank(A) < Rank[A | b].

Since Rank(A) = 3 < 5, we are sure that if a solution exists, it is not unique.

(5 points) Let A : R3 — R3 be the composition of three rotation matrices in R3 each of them counterclockwise
direction: rotation in the xy—plane by « radians, rotation in the xz—plane by g radians and rotation in the
yz—axis by v radians. What is det(A)? Give reasoning to your answer (you do not need to perform any
calculations to answer this question).

Rotation operation does not scale elements. Therefore, det(A) = 1.

(5 points) Let S be the half-circle of radius 1. Define the transformation 7 : R? — R? T =

1 2 )
. What is
2 1

the area of T'(S)?

—

T

R B

2 1

Area(S) = § and |det(T)| = 3. Hence,

Area(T(S)) = | det(T)| x Area(S) = 3%
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3. Let P53 denote the space of polynomials having real coefficients with degree less than or equal to 3 whose basis is given
by the set S = {1, z, 22, 23}. Below, we give a different representation of polynomials of P3 in vector form:

Let az® + bx? + cx + d € P3, then we give its vector representation as

d
€ R%.
a
For example vector representation of the polynomial p(x) = —323 4+ x — 2 (which is in P3) is
-2
0
-3

2

(a) (4 points) Write each of the basis elements S = {1, x, 22, 23} of P3 in vector form as described above.

Let {v1,va,v3, v} be the set of vectors that are the vector representations of elements of S. Then,

V] =

o O o =
= e =)
o R O O
= o O O

(b) (8 points) Consider the differentiation operator -- with domain P3 and range Py:

d
— :pEP; = p €Ps.
dx

Using the vector description of the polynomials given above, find the associated differentiation operator, D, in
matrix form.

% (ax®+bx? +cx +d) = 3ax® +2bx +c. Therefore, using the vector representation, D is a transformation defined
on — suc a
R* — R? such that
d
c
c
D = |2b
b
3a
a

Then, D maps vector representation of the basis elements 1, z, 2, 22 to the following vectors of R3:

o o o =
o o = o
o = o o
_ o o o
Il
w o o

Hence, the matrix representation of D is

0 1
D=[D(vi) D(va) D(vs) D(va)| =0 0
0 0

o N O
w o O
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(¢) (8 points) Find null(D).

Uy
u

Our task is to find u= | | such that D(u) =0 € R*:
ug

Ug

Uy
01 0 O
U2
00 2 0 = = uy =0,u3 =0,uqg =0
us
0 0 0 3
Uy

Set u; = s € R. Then, the vectors of the form u = are in the null space of D, i.e.,

S O O o

Null(D) = span

oS O O =

Remark. Null space of the differentiation operator % is constant polynomials which are represented by the

T
vectors |s 0 O 0} , 8 € R. So the result in this part is consistent in the sense that null space of % and D

coincides in this sense.
4. Consider the linear system of equations

T+ a0 =3,
—3x1 4+ 223 =0,

i) —2(E3 =0.

(a) (8 points) Without solving the system and using the determinants, show that this system has a unique solution.

Let A be the coefficients matrix of the given linear system. We need to show that A is nonsingular by showing
that det(A) # 0:

1 1 2
det(A)=det | |-3 0 2| |=-14
0 1 -2

(b) (12 points) Next, solve the system using the Cramer’s rule.
Let A;, j = 1,2,3 be the matrix that is formed by replacing the j — thcolumn with the right hand side

3 1 2 1 3 2
vector. Then, det(A;) = det 00 2 = —6, det(A2) = det -3 0 2 = —18, det(A3) =
01 -2 0 0 -2
1
det -3 0 O = —9. Consequently, by the Cramer’s rule, we get
0
- det(A:) _ 3 2y det(A2) 9 s det(As) _9
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5. Consider the matrix

A:

) 6
-2 =2
(a) (10 points) Find eigenvalues and eigenvectors of A.

Step 1: Eigenvalues. Find A such that det(A — A\I) = 0.

det(lf) 6]—/\[1 OD:detqg’_A 0 D):o:>(5—A)(—2—A)+12=0
—2 -2 0 1 9 2

= A -3)2+2=0

This implies \; =1, Ay = 2.

1
v
Step 2: Eigenvectors. Let vi = l ;
U1
system (A — A\ 1)vy; =0 to find vy.

(A_M)VFMV 6“

-2 =3

Set 35 = v}, s € R. Then v? = —2s. If we choose s = 1, then corresponding eigenvector is

1

Let vy = [Uj be the eigenvector for the eigenvalue A; = 2. Similarly, we solve (A — \oI)vy =0

(A_MI)VIZO:»[?’ 6“

U3

-2 -4

and find v} = 2s, v3 = —s, s € R. Choosing s = 1 yields

(b) (10 points) (Video Lecture) Find a matrix P such that P~' AP becomes a diagonal matrix.

We form the matrix P by setting the first column as v; and second column as vq

e )=

] be the eigenvector for the eigenvalue \; = 1. We need to solve the

Then A is diagonalizable in the sense that P~' AP becomes a diagonal matrix with diagonal entries A\; and \o:

PrAP =

1 0
0 2|



